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Abstract 
 

CUDA has become a very popular programming 
paradigm in parallel computing area. However, very 
little work has been done for characterizing CUDA 
kernels. In this work, we measure the thread level 
performance, collect the basic block level 
characteristics, and glean the instruction level 
properties for about 35 programs from CUDA SDK, 
Parboil, and Rodinia benchmark suites. In addition, 
we define basic block vectors, synchronization vectors 
and thread similarity matrix to capture the 
characteristics of CUDA programs efficiently. We find 
that CUDA programs have some unique 
characteristics at each level compared to sequential 
programs. 
 
1. Introduction 
 

Compute Unified Device Architecture (CUDA) 
programming mode is very different from sequential 
programming modes. To characterize CUDA program 
behavior and understand why and where they can 
achieve significant speedup comparing to sequential 
programs, it is important to revisit the basic block level 
and instruction level properties besides those at the 
thread level. In this paper, we propose to characterize 
CUDA program behaviors hierarchically by 
quantitatively gleaning properties from thread, basic 
block, and instruction levels.  
     In addition, previous researchers have demonstrated 
that basic blocks vectors (BBVs) are one of the most 
accurate techniques for creating code signatures [1] for 
sequential programs. In this paper, we firstly employ 
basic block and basic block vectors to analyze the code 
signature of CUDA threads. We observed that basic 
block characteristics of CUDA kernels are very 
different from those of sequential programs. Based on 

the basic block vectors, we construct the similarity 
matrix of threads. We show that the similarity matrix 
can be a very powerful tool for performance tuning.  
 
2. Preliminary results 
 

Compared to the traditional sequential benchmarks 
such as SPEC CPU2000, MiBench, and MediaBench, 
the number of static basic blocks of CUDA kernels is 
11~25 times less than that of the aforementioned 
sequential programs.  

 At thread level, we find that the performance of 
CUDA thread is extremely low compared to the thread 
running on CPU processors. In addition, we observe 
that there is a significant imbalance among the threads.  

At instruction level, the percentage of distances less 
than 8 is almost 60%. However, there are still a large 
amount of large instruction dependency distances. 
Precisely, more than 20% of instruction dependency 
distance is larger than 8. This indicates that we still 
have relatively high opportunities to harness the 
instruction level parallelism of arithmetic instructions 
to improve the performance of GPGPU processors. 

Our similarity matrix is constructed from the basic 
block vectors of the CUDA threads. We generate the 
similarity matrix figure by using darker color to 
represent more similarity among threads and vice 
versa. From the figures, it is very easy to identify 
where we can do more optimizations in CUDA 
kernels.  
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